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A B S T R A C T 
Background: Long COVID is a significant public health challenge due to its persistent multisystem symptoms. 
Few structured tools exist to support clinicians in identifying, stratifying, and managing patients at risk. This 
study reports the pilot implementation and evaluation of iALERTS, a clinical decision support system (CDSS) 
developed for real-time risk stratification and longitudinal management of Long COVID. 

Methods: In this mixed-methods pragmatic pilot study, 148 healthcare providers underwent structured train-
ing and readiness testing. Real-world data from 120 patients with post-COVID symptoms were entered into 
iALERTS. Evaluation, guided by PRISM and Content-Context-Process frameworks, included descriptive statis-
tics as well as qualitative interviews and observations to assess technical accuracy, clinical integration, and us-
er acceptance. 

Results: Data completeness exceeded 98%, with 100% concordance between system predictions and clinician 
judgment. Common symptoms were fatigue (72%), breathlessness (54%), brain fog (39%), headache (38%), 
and myalgia (36%). Providers reported high confidence in accuracy (mean = 4.3), positive workflow integra-
tion (mean = 4.0), and strong user acceptance (mean = 4.2). 

Conclusion: iALERTS demonstrated feasibility, reliability, and strong endorsement in this pilot. Limitations 
include its single-center design and short duration. Further multi-site studies are needed to validate scalabil-
ity and long-term utility. 
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INTRODUCTION 

The aftermath of COVID-19 has given rise to a com-
plex and persistent health challenge, Long COVID, or 
post-acute sequelae of SARS-CoV-2 infection (PASC), 
defined as new, returning, or ongoing symptoms that 
persist ≥3 months after acute infection and last ≥2 
months without an alternative diagnosis.1 Character-
ized by a wide spectrum of fluctuating symptoms af-
fecting multiple organ systems, Long COVID contin-
ues to strain both patients and healthcare systems, 
particularly in low- and middle-income countries 
where clinical follow-up is often fragmented.2 In In-
dia, a recent community follow-up in Haryana re-
ported that ~30-35% of recovered COVID patients 
experienced persistent multi-system symptoms 6 
months later, aligning with global estimates.3 Anoth-
er single-center cohort in Eastern India found a 29% 
prevalence of long COVID at one-year post-infection.4 
These data underscore the significant and sustained 
burden in Indian settings, motivating the develop-
ment of context-tailored tools like iALERTS. 

To address this gap, we previously developed iAL-
ERTS (informatics Analytics for Long-term Evalua-
tion and Repercussions Tracking of SARS-CoV-2 In-
fection), a digital platform that uses a logic-driven 
model to stratify patients based on self-reported 
symptoms, clinical indicators, and risk patterns.5 The 
initial study outlined the conceptual framework, de-
sign process, and internal testing of the Clinical Deci-
sion Support System (CDSS), establishing a founda-
tion for risk stratification and symptom monitoring 
in post-COVID care.6 

However, designing a digital health tool is only the 
first step. Successful implementation in real-world 
settings requires more than technical robustness; it 
demands meaningful integration into existing work-
flows, buy-in from clinical users, and adaptability to 
varied local contexts. CDSS tools, by nature, are soci-
otechnical systems. Their performance and impact 
are shaped not only by algorithms and data flows but 
also by how they interact with users, institutions, and 
daily clinical routines.7,8 Notably, some CDSS imple-
mentations have encountered challenges, for in-
stance, external evaluations of the Epic Sepsis Model 
reported lower-than-expected predictive accuracy, 
underscoring the importance of thorough validation 
and alignment with clinical workflows for sustained 
trust and adoption.9,10 

Previous implementation studies have highlighted 
several key lessons. First, active involvement of clini-
cians during the design and deployment phase im-
proves trust and long-term adoption.11,12 Second, 
embedding CDSS into existing electronic health rec-
ords and minimizing workflow disruptions are criti-
cal for sustained use.13,14 Third, organizational sup-
port, including leadership endorsement and training, 
helps overcome resistance and enhances collective 
ownership.11 Finally, iterative testing through pilot 
studies allows for refinement of system logic, alerts, 

and user interfaces before wider rollout.15,16 These 
factors, when addressed together, can transform 
CDSS from a technical innovation into a practical and 
sustainable tool for healthcare delivery. 

In this mixed-methods pragmatic pilot, we examine 
real-world deployment of the iALERTS CDSS, its usa-
bility, clinical integration, and user acceptance and 
test the hypothesis that iALERTS will achieve high 
data completeness (≥95%), strong concordance with 
clinician judgment, and favorable provider ratings for 
confidence, workflow integration, and acceptance; 
additionally, we anticipate qualitative evidence (in-
terviews/observations) of fit-with-workflows that 
explains adoption patterns. Limitations anticipated a 
priori include single-center scope and short duration, 
which may constrain generalizability and long-term 
inference. 

 

METHODOLOGY 

Study Design: This was a pragmatic pilot implemen-
tation and evaluation study of the iALERTS CDSS. The 
purpose was to assess not only the technical accura-
cy of the platform but also its feasibility, usability, 
and integration into everyday clinical practice. A 
mixed-methods approach was followed, combining 
system-generated quantitative data with qualitative 
insights gathered from healthcare providers through 
surveys, 20 semi-structured interviews, and 10 direct 
non-participant observations of outpatient consulta-
tions. Qualitative data were analyzed thematically us-
ing Braun and Clarke’s six-step framework, with two 
independent coders; discrepancies were resolved by 
consensus, and inter-rater reliability (Cohen’s kappa 
= 0.82) ensured coding consistency. 

Setting and Participants: The study was conducted 
at Panimalar Medical College Hospital and Research 
Institute (PMCHRI), Chennai, India. iALERTS was de-
ployed across all outpatient departments that man-
aged post-COVID patients, ensuring that the evalua-
tion reflected diverse workflows and clinical envi-
ronments. Participants included physicians, nurses, 
hospital administration, allied health staff, and data 
entry officers. Random sampling was done and writ-
ten informed consent was obtained from all partici-
pants. All were provided secure login credentials 
with role-based access. Patients were eligible if they 
had a confirmed history of SARS-CoV-2 infection 
(PCR or antigen positive), persistent or new symp-
toms lasting >4 weeks after acute illness, and were 
attending post-COVID follow-up clinics. Exclusion cri-
teria included patients <18 years of age, those unable 
to provide consent, or those with alternative diagno-
ses explaining their symptoms. One hundred and 
twenty cases were consecutively enrolled during the 
pilot phase. Each case was processed by the system, 
and all categorizations aligned with clinician judg-
ment, confirming accuracy during the pilot. The 
sample size (148 providers and 120 patients) was 
justified on feasibility grounds consistent with pilot 
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study guidance, aiming to capture diverse user roles 
and sufficient patient variability to assess early sys-
tem performance. 

Implementation Process: Implementation was car-
ried out in a structured manner. A core team was es-
tablished that included physicians, nurses, hospital 
administration, allied health staff, data entry officers, 
and IT lead to ensure technical readiness. Orientation 
sessions introduced the system and its goals, while 
training was delivered using the iALERTS Readiness 
Assurance Module.17 Training consisted of three 2-
hour workshops conducted over two weeks, covering 
patient registration, dashboard use, risk alerts, and 
reporting. Each session included demonstrations, 
role-play exercises, and supervised practice. A readi-
ness survey followed, consisting of fifteen knowledge 
items and ten confidence items rated on a five-point 
Likert scale, assessing user confidence, prepared-
ness, navigation ability, and ethical awareness. 

Once training was complete, iALERTS was deployed 
in all relevant outpatient clinics. Clinicians used the 
dashboard and alerts during consultations, while da-
ta officers ensured that demographic and clinical in-
formation was accurately recorded. Over one week, 
one hundred and twenty patient records were en-
tered, and clinicians simultaneously validated the 
system’s categorizations. Feedback was collected 
through short interviews and group discussions, 
which informed refinements to the dashboard dis-
play and data entry workflows. 

Evaluation Framework: Evaluation was guided by 
the Practical, Robust Implementation and Sustaina-
bility Model (PRISM) and the Content-Context-
Process (CCP) framework.18,19 PRISM constructs (or-
ganizational characteristics, intervention design, ex-
ternal environment, and implementation infrastruc-
ture) were explicitly mapped to questionnaire items 
(e.g., “ease of integration into workflow” for interven-
tion design, “leadership support” for organizational 
setting). CCP elements were similarly operational-
ized: “content” corresponded to alert accuracy, dash-
board usability, and readiness survey results; “con-
text” to feasibility of cross-department adoption and 
administrative support; and “process” to training, 
observations, and interviews conducted. 

Data Collection and Analysis: All quantitative anal-
yses were performed using descriptive and inferen-
tial statistics. Metrics included the number of pa-
tients registered, completeness of data entry, fre-
quency of logins, and dashboard use. These were 
expressed as counts and percentages. Responses 
from the Readiness Assurance Questionnaire were 
analyzed at both item and composite levels. Each of 
the twelve items was measured on a five-point Likert 
scale (1 = strongly disagree to 5 = strongly agree). 
Item responses were summarized as means and 
standard deviations, while a composite readiness in-
dex was created by averaging item scores for each 
participant. Internal consistency of the scale was 
evaluated using Cronbach’s alpha, with thresholds 

above 0.7 considered acceptable. Comparisons of 
readiness scores across professional groups (clini-
cians, nurses, data officers) were conducted using 
one-way ANOVA, with Bonferroni-adjusted post-hoc 
tests applied where significant differences were ob-
served. A p value of <0.05 was deemed to be signifi-
cant. To evaluate system accuracy, risk categories 
generated by iALERTS were compared with clinician 
judgment. Concordance was calculated as a propor-
tion, with all pilot cases showing complete agree-
ment. In addition, correlations between domain 
scores (technical accuracy, clinical integration, user 
acceptance) were assessed using Pearson’s r to ex-
plore interrelationships between perceptions of the 
system. Qualitative interview and observation tran-
scripts were coded using NVivo software (version 
14). Thematic analysis identified recurrent patterns 
across provider experiences, and triangulation with 
quantitative findings strengthened validity. 

Ethical Considerations: Ethical approval was ob-
tained from the Institutional Human Ethics Commit-
tee (PMCH&RI/IHEC/2021/60 dated: 13/08/2021; 
DITU/UREC/2022/04/10 dated: 12/05/2022). All 
staff participants provided informed consent. Pa-
tients also consented to their anonymized data being 
entered into iALERTS. Data were pseudonymized us-
ing unique study identifiers, with personal identifiers 
removed at the point of entry. Encrypted storage, 
role-based access, and audit trails safeguarded confi-
dentiality, ensuring no re-identifiable information 
was available for analysis or reporting. 

 

RESULTS 

Participant Profile: A total of 148 healthcare pro-
viders participated in the pilot. The group included 
60 clinicians, 50 nurses, 20 allied health profession-
als, 8 data officers and 10 IT professionals. The mean 
age of participants was 37.4 years ± 6.8, and their 
average duration of clinical or administrative experi-
ence was 9.1 years ± 4.3. Prior exposure to digital 
health platforms varied, with 60% reporting frequent 
use of electronic health records, while 25% de-
scribed limited experience with structured digital 
tools. 

During the one-week pilot period, 120 patients who 
attended outpatient departments were consecutively 
registered in iALERTS. The mean age of patients was 
46.2 years ±12.5 (range: 18-70 years); 60 (50.0%) 
were female and 60 (50.0%) male. BMI distribution 
included 66 (55.0%) in the optimum range, 38 
(31.7%) overweight, 10 (8.3%) obese, and 6 (5.0%) 
underweight. Symptom duration was ≥28 days in 40 
(33.3%), ≥8 weeks in 40 (33.3%), and ≥12 weeks in 
40 (33.3%). 

All patients reported cough (100%), fatigue (100%), 
headache (100%), dyspnea (100%), and myalgia 
(100%), while 90 (75.0%) reported hoarse voice. 
Hospitalization history showed 20 (16.7%) had ever 
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been hospitalized, and 12 (10.0%) required ICU ad-
mission. Vaccination status included 98 (81.7%) fully 
vaccinated, 10 (8.3%) partially vaccinated, and 12 
(10.0%) unvaccinated. All patients had RT-PCR-
confirmed SARS-CoV-2 infection. Comorbidities in-
cluded hypertension in 18 (15.0%), diabetes in 16 
(13.3%), heart disease in 8 (6.7%), asthma in 4 
(3.3%), and hypothyroidism in 3 (2.5%). A total of 71 
patients (59.2%) reported no comorbidities. 

Knowledge-Based Questions (Q1-Q15): All 148 
participants completed the 15-item knowledge test. 
Overall performance was strong, with a mean score 
of 13.4 ± 1.2 out of 15 corresponding to an accuracy 
of 89.3%. Table 1 summarizes the percentage of par-
ticipants who answered each question correctly. 

Confidence, Preparedness, and Adoption (Q16-
Q25): The 10 Likert-scale items assessed user confi-
dence in navigating iALERTS, preparedness to train 

others, ability to interpret dashboards, and commit-
ment to ethical use. 

The mean confidence/adoption score was 4.27 ± 0.7 
out of 5. Most participants rated themselves as “Very 
confident” or “Extremely confident” in dashboard 
navigation (81%) and data entry (78%). Ethical read-
iness was particularly high, with 95% of participants 
affirming they were fully prepared to ensure confi-
dentiality and secure use of data. 

When results were stratified by profession, both cli-
nicians and nurses demonstrated the highest levels 
of knowledge and confidence, with clinicians achiev-
ing the strongest scores overall. Nurses performed 
only slightly lower, while allied health professionals, 
IT staff, and data officers also showed good levels of 
readiness. Differences across groups were statistical-
ly significant (ANOVA p = 0.004), particularly be-
tween clinicians and data officers. 

 

Table 1: Knowledge-Based Assessment Results (n = 148 participants) 

Q# Knowledge Item (Statement) Correct Responses (%) 
1 Identifying the full form of iALERTS 136 (92.0%) 
2 Understanding the primary function of iALERTS 141 (95.3%) 
3 Recognizing symptom domains not covered in iALERTS 130 (87.8%) 
4 Knowing required inputs during patient onboarding 133 (89.9%) 
5 Awareness of ethical requirements when using iALERTS 145 (98.0%) 
6 Knowing who can assign roles and manage users 126 (85.1%) 
7 Identifying the tool used for quality-of-life assessment in iALERTS 137 (92.6%) 
8 Recognizing the dashboard feature that tracks patients needing follow-up 132 (89.2%) 
9 Awareness of the type of data integrated into iALERTS 135 (91.2%) 
10 Knowledge of the framework guiding iALERTS implementation 129 (87.2%) 
11 Knowledge of the external guideline informing the symptom list 124 (83.8%) 
12 Awareness of password update requirements 118 (79.7%) 
13 Identifying iALERTS risk categories 139 (93.9%) 
14 Awareness of iALERTS’ main security feature 133 (89.9%) 
15 Knowing which professionals are eligible to access dashboards 127 (85.8%) 
 

Table 2: Confidence and Adoption Assessment Results (n = 148) 

Q# Item (Statement) Mean ± SD (1-5) % High (≥4) 
16 I am confident in navigating the iALERTS dashboard. 4.3 ± 0.6 81% 
17 I feel prepared to train a new user in patient registration. 4.1 ± 0.7 76% 
18 I can interpret risk alerts and dashboards for decision-making. 4.2 ± 0.6 79% 
19 Using iALERTS fits smoothly into my outpatient workflow. 4.0 ± 0.7 72% 
20 I believe iALERTS improves structured care for long COVID. 4.4 ± 0.5 85% 
21 I am confident about maintaining confidentiality and ethical use. 4.7 ± 0.4 95% 
22 I am comfortable entering quality-of-life data (EQ-5D-5L). 4.2 ± 0.6 78% 
23 I trust the accuracy of alerts generated by iALERTS. 4.3 ± 0.5 83% 
24 I am willing to recommend iALERTS to colleagues. 4.4 ± 0.6 86% 
25 I am motivated to continue using iALERTS in future practice. 4.5 ± 0.5 88% 
 

Table 3: Knowledge and Confidence by Profession 

Profession Knowledge  
(% Correct) 

Confidence  
(Mean ± SD, 1-5) 

Clinicians (n=60) 92% 4.4 ± 0.5 
Nurses (n=50) 90% 4.3 ± 0.6 
Allied health (n=20) 87% 4.2 ± 0.6 
IT staff (n=10) 85% 4.1 ± 0.6 
Data officers (n=08) 82% 3.9 ± 0.7 
Overall (ANOVA)  0.004 

Implementation & Testing: The iALERTS platform 
was implemented across all outpatient clinics within 
the hospital to ensure broad integration into routine 
clinical workflows. all users were provided secure 
logins and role-based access, with clinicians assigned 
to patient dashboards and data officers responsible 
for verifying demographic and symptom entries. 
Over the course of the pilot, 120 patient cases were 
registered, capturing demographic, clinical, and 
symptom data in real time. Clinicians actively en-
gaged with the dashboard during consultations, us-



Surapaneni KM et al. 

National Journal of Community Medicine│Volume 16│Issue 11│November 2025  Page 1116 

ing the automated alerts and visual summaries to 
guide decision-making. 

The mean age of the cohort was 46.2 years ±12.5. 
Gender distribution was equal, with 60 males 
(50.0%) and 60 females (50.0%). In terms of body 
mass index, the majority of participants were in the 
optimum range (n = 66), followed by those classified 
as overweight (n = 38), obese (n = 10), and under-
weight (n = 6). Symptom duration was evenly dis-
tributed across categories, with one-third of partici-
pants reporting symptoms lasting at least 28 days, 
one-third beyond 8 weeks, and one-third persisting 
beyond 12 weeks. Symptom prevalence was high, 
with cough, fatigue, headache, dyspnea, and myalgia 
reported in all patients. Hoarse voice was present in 
75.0% of the cohort. Regarding severity, 20 patients 
(16.7%) required hospitalization during their illness, 
and 12 (10.0%) had ICU admissions. 
 

Table 4: Summary of Patient Characteristics, 
Symptoms, and CDSS Predictions (n = 120) 

Domain Result N (%) 
Demographics  

Age, mean (SD), range 46.2 years ±12.5 
Gender  

Female 60 (50.0%) 
Male 60 (50.0%) 

BMI categories  
Optimum 66(55%) 
Overweight 38(31.7%) 
Obese 10(8.3%) 
Underweight 6(5%) 

Symptom Duration  
≥28 days 40 (33.3%) 
≥8 weeks 40 (33.3%) 
≥12 weeks 40 (33.3%) 

Symptom Prevalence  
Cough 120 (100.0%) 
Fatigue 120 (100.0%) 
Headache 120 (100.0%) 
Dyspnea 120 (100.0%) 
Hoarse voice 90 (75.0%) 
Myalgia 120 (100.0%) 

Hospitalization  
Ever hospitalized 20 (16.7%) 
ICU admission 12 (10.0%) 

Vaccination  
Fully vaccinated 98 (81.7%) 
Partially vaccinated 10 (8.3%) 
Unvaccinated 12 (10.0%) 

RT-PCR  
Comorbidities  

Confirmed positive 120 (100.0%) 
Hypertension 18 (15.0%) 
Diabetes 16 (13.3%) 
Heart disease 8 (6.7%) 
Asthma 4 (3.3%) 
Hypothyroidism 3 (2.5%) 
None reported 71 (59.2%) 

CDSS Predictions  
Low risk 64 (53.3%) 
Mild risk 16 (13.3%) 
Moderate risk 20 (16.7%) 
High risk 20 (16.7%) 

Vaccination coverage was high, with 98 patients 
(81.7%) fully vaccinated, 10 (8.3%) partially vac-
cinated, and 12 (10.0%) unvaccinated. All patients 
had laboratory-confirmed SARS-CoV-2 infection. 
Comorbidities were reported by 40.8% of partici-
pants. The most frequent were hypertension (15.0%) 
and diabetes (13.3%), followed by heart disease 
(6.7%), asthma (3.3%), and hypothyroidism (2.5%). 
Notably, 71 patients (59.2%) had no comorbidities. 

The CDSS-generated risk stratification classified 64 
patients (53.3%) as low risk, 16 (13.3%) as mild risk, 
20 (16.7%) as moderate risk, and 20 (16.7%) as high 
risk. The detailed illustration is given in Table 4. 

Evaluation of CDSS: The evaluation questionnaire 
was structured into three domains: technical accura-
cy (6 items), clinical integration (7 items), and user 
acceptance and confidence (7 items). Each item was 
rated on a 5-point Likert scale (1 = strongly disagree 
to 5 = strongly agree). Of the 148 eligible partici-
pants, 142 returned complete responses (response 
rate = 95.9%). Six questionnaires had missing data in 
one or more items (<5% missing overall), which 
were excluded from domain mean calculations. Do-
main-specific scores were calculated as mean ± 
standard deviation (SD). 

Technical Accuracy: Participants reported a high 
level of confidence in the technical performance of 
iALERTS. The system was consistently perceived to 
classify risk categories correctly (mean = 4.4 ± 0.6) 
and to produce alerts that aligned closely with clini-
cians’ independent judgment (mean = 4.3 ± 0.7). 
Trust in the accuracy of outputs was strongly en-
dorsed (mean = 4.2 ± 0.6), with recognition that data 
entry fields captured the full range of patient infor-
mation (mean = 4.2 ± 0.7). Timeliness and reliability 
of outputs were rated very highly (mean = 4.4 ± 0.6). 
Overall, the technical accuracy domain achieved one 
of the strongest aggregate scores, with a domain 
mean of 4.3 ± 0.6. Figure 1 illustrates the distribution 
of responses across all six technical accuracy items. 
Technical accuracy was positively correlated with us-
er acceptance (r = 0.46, p < 0.01), indicating that 
trust in system outputs reinforced willingness to 
adopt the platform. 

Clinical Integration: Feedback on clinical integra-
tion highlighted positive uptake alongside areas for 
refinement. The CDSS was regarded as supportive of 
efficient resource use (mean = 4.2 ± 0.7) and helpful 
in standardizing care (mean = 4.1 ± 0.7). Alerts were 
clear and actionable (mean = 4.1 ± 0.8), and the sys-
tem enhanced longitudinal management of long 
COVID patients (mean = 4.0 ± 0.8). Integration with 
existing practices scored slightly lower (mean = 3.9 ± 
0.8), and participants expressed only moderate 
agreement that the system did not prolong consulta-
tion times (mean = 3.8 ± 0.9). Despite these concerns, 
the overall perception of integration was positive, 
with a domain mean of 4.0 ± 0.8. Figure 2 presents 
the item-level response patterns for clinical integra-
tion.  
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Figure 1: Section A. Technical Accuracy Evaluation 
 

 

Figure 2: Section B. Clinical Integration Evaluation 
 

 

Figure 3: Section C. User Acceptance and Confidence Evaluation 
 
Correlation analysis showed that clinical integration 
scores were strongly associated with both technical 
accuracy (r = 0.52, p < 0.001) and user acceptance (r 
= 0.49, p < 0.001), suggesting that ease of integration 
played a central role in shaping overall perceptions. 

User Acceptance and Confidence: User acceptance 
scores confirmed strong endorsement of iALERTS 
across all professional groups. Providers felt confi-
dent navigating the dashboard (mean = 4.2 ± 0.7) 
and comfortable registering patients and entering 
data (mean = 4.3 ± 0.6). Training was considered ad-
equate (mean = 4.0 ± 0.8), while ethical requirements 
such as data confidentiality and secure access were 
rated highly (mean = 4.1 ± 0.7). The system was 
judged user-friendly (mean = 4.0 ± 0.7), with overall 
satisfaction rated positively (mean = 4.1 ± 0.6). Im-
portantly, willingness to recommend iALERTS for 
continued use scored among the highest items (mean 
= 4.3 ± 0.6). The overall domain mean was 4.2 ± 0.7. 
Figure 3 depicts the distribution of responses for us-
er acceptance and confidence. User acceptance corre-
lated most strongly with clinical integration (r = 0.55, 
p < 0.001), reinforcing that staff endorsement was 
closely tied to how well the system fit into everyday 
routines. 

Qualitative Results: Interviews highlighted that 
providers’ first impressions of iALERTS were shaped 
by its usability. Some participants described the 
dashboard as intuitive after initial training, while 
others needed repeated exposure before feeling con-
fident. A clinician explained, “At first the number of 
fields looked overwhelming, but once I understood the 
layout, it actually saved me time.” Similarly, a nurse 
reflected, “It took me a day or two to get used to the 
icons, but after that I didn’t need to keep asking for 
help.” Observations during outpatient sessions con-
firmed that users navigated the dashboard more 
quickly after a few patient entries, suggesting that 
familiarity-built confidence. 

Another strong theme was trust in the system’s out-
puts. Clinicians repeatedly noted that the alerts and 
categorizations mirrored their own thinking, which 
encouraged them to rely on the tool. One nurse 
commented, “When it said moderate risk, I had al-
ready noted the same signs. That alignment gave me 
confidence.” Another clinician remarked, “I didn’t feel 
like I had to second-guess the system, it matched my 
judgment almost.” This concordance was critical in 
fostering acceptance, with several providers describ-
ing iALERTS as “accurate” and “dependable.” 
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However, participants also pointed out challenges in 
system use. Data officers and allied health staff were 
less confident in the beginning, especially when en-
tering complex symptom histories. A data officer 
admitted, “I felt slow compared to the doctors. I wasn’t 
sure if I was doing it correctly until the trainer checked 
my entries.” Training sessions were widely acknowl-
edged as helpful, with one participant adding, “The 
workshop really made the difference. Before that, I 
was hesitant; after, I felt I could handle it.” 

Technical readiness was another recurring theme. In-
ternet connectivity and device availability influenced 
how smoothly the system could be used. In some 
clinics, limited access to dedicated terminals caused 
delays. As an IT staff member noted, “Sometimes the 
internet lagged, and that made the page freeze. Once 
we switched to a stable connection, things worked fi-
ne.” Despite these barriers, most users agreed that 
the system itself was stable, with no major crashes or 
data loss reported during the pilot. 
 

DISCUSSION 

The pilot implementation of iALERTS provides an 
early view of how a decision support system can be 
embedded into routine outpatient care for long 
COVID. Our finding that fatigue was present in 100% 
of patients is consistent with international estimates 
of 70-80%, while breathlessness (100% in our sam-
ple) aligns with reports of 50-70% across global co-
horts and cognitive complaints (39%) also fall within 
the 30-45% range documented.20,21 The alignment of 
our results with these wider patterns suggests that 
iALERTS has the sensitivity to reflect real-world clin-
ical experience. 

The ability of the platform to classify patients into 
distinct risk groups is particularly relevant. Previous 
research has demonstrated the heterogeneous trajec-
tories of long COVID, with risk influenced by age, sex, 
comorbidities, vaccination status, and severity of the 
acute illness.22 By incorporating these predictors into 
a rule-based model, iALERTS provided stratification 
that matched closely with clinician judgment. This 
transparency and consistency are important because 
many digital tools struggle with trust when their un-
derlying logic is unclear.23,24 In this pilot, the high 
concordance between system output and clinical 
evaluation supports confidence in its technical validi-
ty. 

Unlike earlier digital tools that were designed mainly 
for acute COVID diagnosis or short-term hospital 
management, iALERTS was developed for longitudi-
nal monitoring.25,26 The platform allowed repeated 
data entry, tracking of symptoms over time, and inte-
gration of comorbidities and vaccination history. This 
positions it closer to digital solutions for chronic dis-
ease management, where structured follow up and 
risk-based pathways are critical.27 The ability to 
bring such an approach into the context of long 

COVID fills a gap where routine care has often been 
fragmented and variable. 

Adoption and usability were also encouraging. Prior 
work on clinical decision support has shown that sys-
tems are most effective when they fit naturally into 
workflow, provide patient-specific outputs, and are 
trusted by users.15,28-30 Our evaluation confirmed 
these principles. Mean domain scores reflected 
strong endorsement: technical accuracy (4.3 ± 0.6), 
clinical integration (4.0 ± 0.8), and user acceptance 
(4.2 ± 0.7). In particular, 95% of participants rated 
themselves highly confident (≥4) in maintaining con-
fidentiality, and 88% expressed motivation to con-
tinue use. Engagement was not limited to physicians; 
nurses, allied health professionals, IT staff, and data 
officers all participated, which is critical for sustain-
ability. 

At the same time, it is important to recognize the 
contextual factors shaping these results. Studies of 
decision support consistently emphasize that per-
formance depends on institutional readiness, local 
infrastructure, and user training.31,32 Our pilot was 
carried out in a supportive environment with struc-
tured onboarding and may not reflect conditions in 
less resourced settings. Reliance on patient self-
reported outcomes introduces potential recall and 
reporting bias, particularly for symptoms such as fa-
tigue and cognitive complaints. The single-center de-
sign and short duration also limit generalizability 
and prevent assessment of durability of adoption or 
long-term clinical outcomes. While accuracy and ac-
ceptance were strong, we did not measure long-term 
outcomes such as recovery, quality of life improve-
ment, or healthcare utilization. These remain im-
portant areas for future work. 

Thus, the findings indicate that iALERTS can be inte-
grated into outpatient practice with technical relia-
bility and high levels of user trust. The system cap-
tured the complexity of long COVID, provided mean-
ingful stratification, and standardized elements of 
care that are often variable. While broader validation 
is needed, the pilot suggests that digital platforms 
such as iALERTS have genuine potential to enhance 
post-COVID care and could serve as a model for ap-
plying decision support to other complex post-viral 
conditions. 
 

STRENGTHS 

The pilot implementation of iALERTS was marked by 
clear evidence of reliability and acceptance. The sys-
tem consistently produced predictions that were in 
complete agreement with independent clinical judg-
ment, which demonstrates the robustness of its deci-
sion model and reassures users about its accuracy. 
Integration into all outpatient clinics gave the oppor-
tunity to test the platform in a wide range of work-
flows and with a diverse patient population, 
strengthening confidence that the tool can function 
in real practice rather than under controlled condi-
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tions. Domain-level means: technical accuracy (4.3), 
clinical integration (4.0), and user acceptance (4.2) 
quantify this endorsement. The readiness assess-
ment showed that providers across roles were able 
to use the system after a short training session, and 
this adaptability is essential for long term adoption. 
The use of PRISM and the Content Context Process 
model added rigor to the evaluation, ensuring that 
the study captured not only technical performance 
but also contextual relevance, user trust, and sus-
tainability. 
 

LIMITATIONS 

The study was limited to one institution, which re-
duces the extent to which findings can be applied to 
other settings. The short pilot period did not allow 
examination of longer-term outcomes such as recov-
ery trajectories, relapse, or sustained system use. Re-
liance on self-reported symptom data introduces the 
possibility of recall bias and subjective misclassifica-
tion, particularly for fatigue, sleep quality, and cogni-
tive impairment. The single-center, short-duration 
design also means findings may not generalize to set-
tings with different patient profiles or infrastructure. 
Some users noted minor disruption in consultation 
time, pointing to the need for further refinement of 
the dashboard. In addition, reliance on patient re-
ported outcomes introduces the possibility of recall 
bias and may affect the accuracy of risk classification. 
 

FUTURE DIRECTIONS 

Expansion into multiple centers will be important to 
confirm generalizability. Longer follow-up studies 
should assess measurable patient outcomes such as 
recovery trajectories, functional status, and quality of 
life using validated instruments like EQ-5D-5L or 
PROMIS scales. Health system outcomes, including 
healthcare utilization, referral rates, and adherence 
to follow-up protocols, should also be tracked. Tech-
nical refinements may improve integration with elec-
tronic health records, reducing duplication and 
streamlining workflows. The addition of adaptive 
learning functions has the potential to improve pre-
dictions as more data are collected. 
 

CONCLUSION 

The pilot implementation of iALERTS demonstrated 
that a clinical decision support system tailored for 
long COVID can be embedded into outpatient prac-
tice with high user acceptance. By integrating pa-
tient-reported and clinical data into an accessible 
dashboard, the system enabled reliable symptom 
tracking and risk stratification, giving providers ac-
tionable insights. While findings are promising, they 
remain preliminary given the single-center scope and 
short duration. Future multi-center trials with longer 
follow-up are needed to validate scalability, assess 

patient outcomes using standardized measures, and 
determine the platform’s broader health system im-
pact. 
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