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A B S T R A C T 
Sample size estimation remains as a cornerstone in the meticulous planning and execution of clinical trials, 
pivotal for ensuring studies possess the requisite statistical power to discern meaningful treatment effects. 
Insufficient sample sizes compromise the robustness of findings, whereas excessively large samples inflate 
costs and compromise data integrity. This article meticulously explains the multifaceted factors that outline 
sample size determination, encompassing various factors such as research design, types of hypotheses, error 
thresholds, effect size considerations, validity and precision. It investigates into the scope of methodologies 
available for sample size computation, spanning from intricate statistical formulas to pragmatic tabular ap-
proaches. Moreover, it underscores the significance of post-hoc power analysis in retrospectively evaluating 
completed studies, shedding light on their statistical robustness. This literature review furnishes a nuanced 
understanding of the sample size estimation landscape in clinical trials, delineating their strengths, limita-
tions, and real-world applications. Anticipating participant attrition assumes paramount importance for pro-
actively adjusting sample sizes, ensuring studies remain methodologically sound. Equipped with a profound 
grasp of these principles, researchers are empowered to conduct scientifically rigorous and impactful clinical 
trials, furnishing compelling evidence to inform judicious decision-making in healthcare interventions. 
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INTRODUCTION 

Conducting medical research demands substantial 
resources, including manpower, time, and materials. 
A significant challenge arises when, upon completing 
a study, investigators realize that the research lacks 
the necessary statistical power to accurately esti-
mate the significance of results, thereby compromis-
ing the study's ability to reliably estimate the ob-
served outcomes.1,2 

Inadequate sample size raises concerns about the va-
lidity of observed findings. Both insufficient and ex-
cessively large sample sizes, compared to the re-
quired size, present challenges. A small sample size 
is associated with missed effects and imprecise esti-
mates, while a large sample size leads to increased 
costs and compromised data quality. Consequently, 
determining the optimal sample size for each study is 
essential.1,2 

Randomized Controlled Trials (RCTs) are widely re-
garded as the gold standard for evaluating healthcare 
interventions. Unlike observational studies, random-
ization in RCTs is a powerful method for balancing 
confounding factors between treatment groups, ef-
fectively eliminating the impact of potential variables 
that could skew results. When designing a clinical 
trial, determining the optimal sample size is a crucial 
consideration to ensure significant results.1 

In the study by Pierre Charles et al., it was found that 
5% of RCTs did not provide any information regard-
ing sample size calculations, and 43% failed to report 
all the necessary parameters require for calculating 
sample size. Furthermore, in 30% of the RCTs, there 
was a deviation exceeding 10% between the report-
ed sample size in the article and the replicated sam-
ple size calculation. The reporting of sample size cal-
culations remains inadequate, often containing er-
rors and relying on assumptions that are frequently 
inaccurate.3 

The main goal of determining sample size is to ascer-
tain a suitable number of participants for a specific 
study design, ensuring a balance between obtaining 
meaningful results and optimizing resource utiliza-
tion. 

Sample size challenges in a study are addressed in 
two stages: during the planning phase, researchers 
calculate the optimal size using relevant methods, 
and in situations with constraints like finances or ra-
re diseases, post-hoc power analysis is conducted af-
ter completing the study with available sample. 

This article aims to elucidate the factors that impact 
sample size estimation in clinical trials and provide 
guidance for appropriate sample size calculation. 
 

Key Factors Influencing Sample Size De-
termination 

Sample size calculation depends on various factors 

such as research design, primary outcome measure, 
hypothesis (one or two-tailed), precision, type I er-
ror, type II error, power, effect size, design effect, etc. 
To grasp the principles of sample size calculation and 
power analysis, it is essential to comprehend these 
commonly used terms. 

2.1 Null hypothesis and alternate hypothesis4: The 
null and alternative hypotheses are two mutually ex-
clusive statements about a population. The null hy-
pothesis states that no difference exists among 
treatments or interventions, null hypothesis require 
to test. Conversely, the alternative hypothesis con-
tradicts the null hypothesis, postulating a difference 
among treatments or interventions. If the alternative 
hypothesis cannot be directly tested, it is accepted, if 
the test of significance rejects the null hypothesis. 

Two types of alternative hypotheses exist: the one-
tailed hypothesis, specifying a difference in one di-
rection only, and the two-tailed hypothesis, specify-
ing a difference in either direction. For instance, a 
one-tailed hypothesis might suggest that Drug A is 
more effective compared to Drug B for the treatment 
of Diabetes, while a two-tailed hypothesis proposes a 
difference in effectiveness among Drug A and Drug B 
in diabetes treatment, either higher or lower effec-
tiveness.  

The choice between one- or two-tailed approaches 
depends on the clinical or biological significance of 
the research question and prior knowledge about the 
effect or association. This decision should not be 
driven by sample size considerations only, as it hing-
es on the contextual importance of the research 
question. Value of Zα is lower for one sided hypothe-
sis compared to two-sided hypothesis so sample size 
lower for one side hypothesis compared to two side 
hypotheses.  

2.2 Type I (α) error, Type II (β) error and Statistical 
Power (1-β): In a study involving a sample popula-
tion, discrepancies between the derived results and 
reality are termed as “errors”. When study carried 
out among sample population there may be four pos-
sibilities exist in identifying differences between two 
treatments: (1) correctly concluding no difference 
among two treatments, (2) incorrectly concluding a 
difference among treatments when none exists, (3) 
incorrectly concluding no difference among treat-
ment when difference present and (4) correctly con-
cluding a difference among treatments. 

Sometimes in reality null hypothesis is true mean 
treatments are not different but we conclude that 
treatments are different means we reject the null hy-
pothesis and accept the alternative hypothesis; this 
the error in experiment and it called as Type I error 
or α error. The probability of making α error is called 
as level of significance (P value). Generally, it is con-
sidered as 0.05 (5%). What does P < 0.05 mean? It 
means the probability of α error is less than 0.05 (or 
1 in 20). 
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Table 1: Possible outcomes of a randomized trial: type I, type II errors and power 

Hypothesis testing outcome REALITY 
Treatments are not difference 
The null hypothesis (H0) is true 

Treatments are different 
The Alternative hypothesis (H1) is true 

R
ES

EA
R

CH
 Conclude treatments are not different 

The null hypothesis (H0) is true 
Correct decision 
(Cell a) 

Type II error 
β error 
(Cell b) 

Conclude treatments are different 
The Alternative hypothesis (H0) is true 

Type I error 
α error 
(Cell c) 

Correct decision 
Power (1-β) 
(Cell d) 

 

If you see the right half of Table- 1, there may be two 
types of possibilities of result. When in reality treat-
ments are different, one possibility is result conclude 
that treatments are different (Cell d) and other pos-
sibility is result conclude that treatments are not dif-
ferent, this is an error, it is called as type II error or β 
error. It is the situation when in reality null hypothe-
sis is rejected but results conclude that null hypothe-
sis is true. 

Power is the correctly identifying that treatments are 
different mean in reality alternative hypothesis is 
true and result also conclude that alternative hy-
pothesis is true. It is denoted by 1-β. In simple mean-
ing, power of study is the number of participants re-
quire to avoid type II error. 

Table 2 provides values for Zα and Zβ for selected α 
and β. Sample size is inversely proportion to Type I 
and Type II error and directly proportional to Power 
(1-β).  

 

Table 2: Unit normal deviates Zα and Zβ for select-
ed values of α or β 

α or β One sided Zα and Zβ Two sided Zα  
0.05 1.64 1.96 
0.10 1.28 1.64 
0.20 0.84 1.28 
Zβ is the same for one sided and two-sided tests 

 

2.3 Error: Two types of errors can be introduced into 
a study: random error and systematic error. Random 
error is a result of chance, while systematic error is 
not solely due to chance. Systematic error is chal-
lenging to measure accurately. Random error can be 
minimized by employing strategies such as averag-
ing, increasing sample size, and repeating the exper-
iment to the acceptable level. 

2.4 Effect Size: Effect size (ES) denotes the minimum 
difference that an investigator aims to detect be-
tween study groups, often referred to as the minimal 
clinically relevant difference. It signifies the magni-
tude of an effect in the alternative hypothesis, encap-
sulating the smallest difference that holds clinical or 
biological significance.5,6 Its relevance varies be-
tween studies; for instance, a 1% reduction in mor-
tality may be significant, while a 20% reduction in 
transient asthma might not be clinically relevant. In-
creasing the effect size reduces type II error, and 

power is contingent on both effect size and sample 
size. Larger sample sizes are needed for ‘small ef-
fects’ to achieve a given power compared to ‘large ef-
fects’.5 The estimation of effect size can be accom-
plished through three methods: pilot studies, data 
from previous reports, or informed guesses derived 
from clinical experiences.6 

2.5 Validity and Precision: Validity means the degree 
to which the variable actually measure what it is 
supposed to measure.8 It is a function of systematic 
error or bias. Precision, or reliability, indicates how 
consistently a variable maintains the same value 
across multiple measurements.2 It is a measure of 
consistency and can be related to the width of the 
confidence interval. Precision is influenced by factors 
such as random error, sample size, confidence inter-
val width, and variance of the outcome variable. A 
larger sample size contributes to more precise esti-
mates2,8. 

2.6 Design effect: Cluster sampling is a cost-effective 
and practical approach compared to simple random 
sampling, simplifying studies by grouping units into 
clusters. When opting for cluster sampling instead of 
simple random sampling, it becomes necessary to ad-
just the sample size using a correction factor known 
as the "design effect." This design effect is the ratio of 
variance observed in a cluster survey to that in a 
simple random sample (SRS) of the same size. 

The design effect can be determined from prior stud-
ies and is often expressed as a constant, typically 
ranging between 1 and 2. In practical applications, a 
design effect of 2 is commonly assumed. This as-
sumption implies that, to achieve the same level of 
precision as with SRS, twice as many individuals 
would need to be included in the study when em-
ploying cluster sampling. Ideally, the design effect 
should be derived from previous data or pilot studies 
for more accurate estimation. 

2.7 Type of clinical types1: There are various clinical 
trial designs, with the parallel randomized controlled 
trial (RCT) being the most common. In this design, 
participants are randomly assigned to different in-
terventions simultaneously, typically comparing a 
new treatment to a standard one. 

 Superiority trials aim to establish that a new 
treatment is statistically or clinically more effec-
tive than a standard treatment. The null hypothe-
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sis in this case states that the new treatment is 
not more efficacious than the control treatment. 

 Equivalence trials seek to demonstrate that the 
new treatment and the standard treatment are 
equally effective. The null hypothesis for equiva-
lence trials posits that the two treatments differ 
by a clinically relevant amount. 

 Non-inferiority trials are conducted to show that 
the new treatment is as effective as, but not nec-
essarily superior to, the standard treatment. The 
corresponding null hypothesis is that the new 
treatment is inferior to the control treatment by a 
clinically relevant amount. 

Superiority and non-inferiority trials typically em-
ploy a one-sided test, while equivalence trials use a 
two-sided test. The sample size may be lower for 
ssuperiority and non-inferiority trials compared to 
equivalence trials. Selection of one sided or two-
sided hypothesis or test should not be based on the 
sample size consideration, it must be based on clini-

cal significance. It is always better to use two sided 
hypothesis and test.9 

 

Sample size estimation methods 

The determination of sample size can be achieved 
through the using mathematical formulas, ready-
made reference tables, or specialized software pack-
ages. Essential information necessary for the calcula-
tion of sample size includes various parameters, 
which are the study design, anticipated effect size, 
desired statistical power, the requisite level of signif-
icance, and the design effect. 

Statistical Formula:  

The formula for calculating the sample size in a clini-
cal trial varies based on the primary outcome, 
whether it is a mean or a proportion. The specific 
calculation formula is outlined below. 

 

Example: 

Sample size for comparative studies: means 

To calculate the sample size, a previous study was taken in to account in which the Drug A was reduced a 50 
mg/dl blood pressure after 3 weeks of treatment with SD 20 md/dl and Drug B was reduced a 40 mg/dl blood 
pressure after 3 weeks of treatment with SD of 10 mg/dl. If we desire an equal sample size in both groups, 
what would be the minimal sample size in each group to detect a difference with a power of 80% at 95% con-
fidence level? 

𝑛 =
ቀ𝑍ఈ

ଶൗ + 𝑍ఉ  ቁ
ଶ

× {2(𝜎)ଶ}൨

(𝜇ଵ − µଶ)ଶ
 

Where, 
n = sample size required in each group, 
μ1 = mean change in pain score from baseline to week 24 in Drug A = 50, 
μ2 = mean change in pain score from baseline to week 24 in Active drug = 40, 
μ1-μ2 = clinically significant difference = 10 
ó = combined standard deviation = 16.549 
Zα/2: This depends on level of significance, for 5% this is 1.96 
Zβ: This depends on power, for 80% this is 0.84 

n =
[ (ଵ.ଽା.଼ସ)మଡ଼ ଶ (ଵ.ହସ)మ]

(ହି )మ
=

.଼ସ ଡ଼ ହସ

ଵ
= 43 in each group  

 
Sample size for comparative studies: proportion 

A placebo-controlled randomized trial proposes to assess the effectiveness of Drug A in curing children suffer-
ing from otitis media. A previous study showed that proportion of subjects cured by Drug A is 40% and a clin-
ically important difference of 10% as compared to placebo is acceptable. 

𝑛 =
ቀ𝑍ఈ

ଶൗ + 𝑍ఉ  ቁ
ଶ

[𝑃ଵ(1 − 𝑃ଵ) + 𝑃ଶ(1 − 𝑃ଶ)]

(𝑃ଵ − 𝑃ଶ)ଶ
 

n = sample size required in each group, 
p1 = proportion of subject cured by Drug A = 0.40, 
p2 = proportion of subject cured by Placebo = 0.30, 
p1-p2 = clinically significant difference = 0.10 
Zα/2: This depends on level of significance, for 5% this is 1.96 
Zβ: This depends on power, for 80% this is 0.84 

n =
(1.96 + 0.84)ଶ [0.40(1 − 0.40) + 0.30(1 − 0.30)]

(0.10)ଶ
= 352 in each group 
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Tabular method: 

Readymade table are available to calculate the sam-
ple size required for each group. 

This table is designed for studies where the main 
outcome is a proportion or binary outcome. It helps 
to calculate sample size based on the effectiveness of 

two interventions derived from previous studies or 
pilot studies. To determine the sample size, you only 
need the lower of the two cure rates and the differ-
ence in cure rates between the two treatment 
groups. The term "cure rate" can be substituted with 
“effectiveness” or the “desired outcome”. 

 

 
Source: Gordis Epidemiology – Six edition 

Figure 1: Sample size needed in clinical trial (α=0.05) and Power=0.80 (Two-sided test) 

 

 
Source: Gordis Epidemiology – Six edition 

Figure 2: Sample size needed in clinical trial (α=0.05) and Power=0.80 (one sided test) 
 

 
Post hoc power analysis 

Researchers have the option to calculate power after 
completing a study using various software packages. 
An example of a straightforward and open-source 
tool is OpenEpi, which can be accessed through 
www.openepi.com. By navigating to the menu bar, 
users can open the power analysis section and input 
parameters such as sample size for two groups, effect 
size, or proportion of effect in both groups. 

Example: After conducting a study with a sample size 
of 352 in each group, we obtained the following ef-
fect. What is the statistical power of this study? 

n = sample size in each group=352 
p1 = proportion of subject cured by Drug A = 0.40 
p2 = proportion of subject cured by Placebo = 0.30 

 

 

Figure 3: Calculation of power of RCT 
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Figure: 4 Result of calculation of power of RCT 

 

The determined statistical power is 80%. We previ-
ously computed a sample size of 352, considering a 
similar effect size, with the aim of achieving 80% 
power and a 95% confidence interval. 

In prospective studies, including clinical trials, the 
anticipated loss to follow-up or participant dropout 
(d) must be considered when determining the final 
sample size. The adjusted sample size (N1) to ac-
count for potential dropouts is calculated using the 
formula N1 = n / (1 - d). For instance, if the calculat-
ed sample size (n) is 350 and the dropout rate is 
10%, the final adjusted sample size (N1) would be 
350 / (1 - 0.10) = 389.7, rounded up to 390 partici-
pants.7 Dropout rate can be based on historical data 
from similar studies or pilot studies. A common rule 
of thumb is to assume a 10-20% dropout rate. 

 

CONCLUSION 

Sample size estimation is a crucial aspect of design-
ing clinical trials, as it plays a pivotal role in ensuring 
the validity and reliability of study outcomes. The re-

sults obtained from such investigations serve as 
compelling evidence for making informed decisions 
regarding interventions. 

Consequently, it is imperative for investigators to 
employ rigorous methods for calculating sample size. 
The utilization of various established approaches al-
lows researchers to determine the optimal number 
of participants required for a study. A comprehen-
sive understanding of the key factors influencing 
sample size calculations is essential for researchers 
to conduct scientifically sound and impactful clinical 
trials. By comprehensively reviewing the various 
sample size estimation methods, this research article 
aims to equip researchers, statisticians, and clini-
cians with a comprehensive understanding of the 
principles and practices involved in determining 
sample sizes for clinical trials. 
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