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A B S T R A C T 
Background: Cardiologists can more appropriately classify patients' cardiovascular diseases by executing ac-
curate diagnoses and prognoses, enabling them to administer the most appropriate care. Due to machine 
learning's ability to identify patterns in data, its applications in the medical sector have grown. Diagnosticians 
can avoid making mistakes by classifying the incidence of cardiovascular illness using machine learning. To 
lower the fatality rate brought on by cardiovascular disorders, our research developed a model that can cor-
rectly forecast these conditions. 

Methods: This study emphasized a model that can correctly forecast cardiovascular illnesses to lower the 
death rate brought on by these conditions. We deployed four well-known classification machine learning al-
gorithms like K nearest Neighbour, Logistic Regression, Artificial Neural network, and Decision tree. 

Results: The proposed models were evaluated by their performance matrices. However logistic regression 
performed high accuracy concerning AUC (0.955) 95% CI (0.872-0.965) followed by the artificial neural net-
work. AUC (0.864) 95% CI (0.826-0.912). 

Conclusion: Individuals' risk of having a cardiac event may be predicted using machine learning, and those 
who are most at risk can be identified. Predictive models may be developed via machine learning to pinpoint 
those who have a high chance of suffering a heart attack 
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INTRODUCTION 

Cardiovascular disorders affecting the heart and 
blood vessels are becoming a global burden, account-
ing for more than 70% of mortality.1 According to the 
WHO, CVD claims up to 17.9 million deaths per year. 
CVD constitutes an array of disorders, including an-
gina, stroke, heart failure, carditis, heart attack, 
rheumatic heart diseases, venous thrombosis, pe-
ripheral artery disease, and numerous other condi-
tions.2 CVD-associated risk factors include hyperten-
sion, smoking, hyperlipidemia, obesity, stress, a poor 
diet, and a family history of CVD.3 Electrocardio-
grams, echocardiograms, magnetocardiography, and 
magnetic resonance imaging are all used to diagnose 
CVD. There are, without a doubt, various diagnostic 
options; nonetheless, their limitations are a nuisance. 
The ECG cannot offer a conclusive diagnosis of con-
gestive heart failure. One of the most significant 
drawbacks of cardiac echocardiography is that it 
does not reveal any blockages or coronary arteries. 
Although magnetocardiography produces high-
quality signals, it is a time-consuming procedure.4 
Furthermore, these diagnostic options are some-
times excessively expensive and impracticable for 
patients in middle and low-income countries.5  

A stroke is a medical crisis instigated by an intrusion 
in blood flow to the brain that ends up in cell death 
and loss of brain function. Strokes have been classi-
fied as either ischemic or hemorrhagic. Both forms of 
stroke can cause considerable brain damage and re-
sult in a variety of physical and cognitive symptoms.6 

Stroke symptoms often appear suddenly, within sec-
onds to minutes, and do not proceed further in the 
majority of instances. Dysarthria, aphasia, ptosis, and 
altered taste and smell are some of the indications. 
The risk factors of heart stroke embrace heart dis-
ease, high RBC count, high level of cholesterol, high 
blood pressure, diabetes, unhealthy diet, and second-
hand smoking. Delayed medical presentation and in-
ability to comply with medications are some of the 
primary issues that must be resolved.7  

Over time, an assortment of clinical procedures has 
been designed to assist in determining the existence 
of stroke. Whilst these procedures can help with the 
first triage of acute neurological patients, they are 

unable to match both the specificity and sensitivity of 
an imaging evaluation nor is there a clinical test that 
can extricate among ischemic and haemorrhagic 
stroke.8 Heart stroke can be diagnosed using a CT 
scan, MRI, and electrocardiography. During a CT 
scan, a patient is exposed to ionizing radiation, which 
can cause long-term harm and potentially raise the 
possibility of cancer. According to the WHO, the 
worldwide incidence of CVD deaths is expected to 
upsurge to 23.6 million by 2030, with cardiovascular 
disease and stroke being the main culprits.9  

Machine learning algorithms can detect early warn-
ing signals of heart disease and stroke, allowing for 
earlier prevention and therapy.10 This can scan mas-
sive amounts of data and uncover patterns that spe-
cialists may overlook, potentially extending lives 
while improving outcomes. This may give rise to fur-
ther precise diagnoses and treatment recommenda-
tions. Moreover, ML algorithms can assess patient 
data and recommend individualized treatment strat-
egies based on criteria such as age, gender, medical 
history, and lifestyle.11  

 

METHODOLOGY 

The data set used for this research is obtained from 
the Kaggle website i.e., https://www.kaggle.com/da 
tasets/fedesoriano/stroke-prediction-dataset, which 
is openly available 5110 observations with 11 char-
acteristics make up the data.12 Kaggle which is a da-
ta-sharing website provides authentic and reliable 
secondary data for data scientists and researchers 
for research purposes. The particular data consists of 
10 features which are described in Table 1. The out-
come of the research is heating stroke which is a bi-
nary classification, yes (1), No (0). A k-fold cross-
validation technique was used in machine learning 
techniques. 

Proposed models 

When speaking of a supervised learning issue in the 
setting of machine learning, a classification problem 
is one where the objective is to predict a categorical 
label or class variable for a given collection of fea-
tures or input variables. 

 
Table 1: Description of features and response levels 

Feature Description Levels 
Gender Gender of the patient Male (0), Female (1) 
Work type Description of work type Children (0), Self-employed (1), Private (2),  

Never worked (3), Govt job (4) 
Heart Disease Whether associated with any heart disease Yes (1), No (0) 
Ever Married The person is married or not Yes (1), No (0) 
Residence Residence type Rural (0), Urban (1) 
Hypertension Whether associated with hypertension Yes (1), No (0) 
Smoking status Smoking status of the individuals Formerly smoke (0,) Never smoke (1),  

Smokes (2), Unknown (3) 
BMI Body mass index of the individual Mean (28.9) 
age Age of individual Mean (43.2) 
Avg glucose level An average glucose level of the individuals. Mean (106) 
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Table 2: Socio-demographic and risk factors as-
sociated with heart stroke 

Variables Stroke (%) No stroke (%) p-value 
Total 249(4.9) 4861(95.1) 

 

Gender    
Male 108(43.4) 2007(41.3) 0.79 
Female 141(56.6) 2853(58.7) 

work type    
Children 2(0.8) 685(14.1) <0.001 
Self-employed 65(26.1) 754(15.5) 
Private 149(59.8) 2776(57.1) 
Never worked 0(0) 22(0.5) 

Heart disease    
Yes 47(18.9) 229(4.7) <0.001 
No 202(81.1) 4632(95.3) 

Ever married    
Yes 220(88.4) 3133(64.5) <0.001 
No 29(11.6) 1728(35.5) 

Residence    
Rural 114(45.8) 2400(49.4) 0.269 
Urban 135(54.2) 2461(50.6) 

Hypertension    
Yes 66(26.5) 432(8.9) <0.001 
No 183(73.5) 4429(91.1) 

Smoking Status    
Formerly smoke 70(28.1) 815(16.8) <0.001 
Never smoke 90(36.1) 1802(37.1) 
Smokes 42(16.9) 747(15.4) 
Unknown 47(18.9) 1497(30.8) 

BMI 30.4+5.8 28.9+7.7 0.002 
Age 67.7+12.7 42+22.3 <0.001 
Avg glucose level 133+61.9 105+43.8 <0.001 
 

The class variable is referred to as the dependent 
variable or the target variable, whilst the input vari-
ables may be referred to as predictors or independ-
ent variables. The objective of a classification chal-
lenge is to discover a model or algorithm that can 
precisely predict the class variable for brand-new, 
undiscovered data points. Usually, a labelled dataset 
with known class labels for each data point is used to 
train the model. This labelled data is used by the 
model to discover patterns and connections between 
the predictors and the class variable. Decision trees, 
random forests, support vector machines (SVM), lo-
gistic regression, k-nearest neighbours (KNN), and 
neural networks are just a few of the techniques 
used in machine learning that may be employed for 
classification challenges. The particular issue and da-
ta, as well as the required level of accuracy, inter-
pretability, and computing efficiency, all influence 
the algorithm's selection. 

The dataset has been divided into a training set 
(80%) and a testing (20%). All computational and 
machine learning algorithms were employed in R 
version 4.3.0. The training dataset is employed to 
train a model, and the testing dataset is utilized to 
assess the model's performance. The effectiveness of 
multiple classifiers, K nearest Neighbour, Logistic 
Regression, Artificial Neural network, and Decision 
tree. has been assessed using the dataset. The effica-
cy of each classifier is then assessed using its ratings 
for recall, recall precision, accuracy, and F-measure. 

K Nearest Neighbour Classification 

A supervised machine learning approach for regres-
sion and classification analysis is the k closest neigh-
bour (KNN). It is a non-parametric method; hence it 
makes no assumptions about the distribution of the 
data at its core. Instead, it memorizes the full training 
dataset and applies it to forecast data from fresh, un-
observed bits of data. Identifying the K data points in 
the training set that are closest to the new data point 
and classifying the new point based on the majority 
class of those K neighbours is the fundamental con-
cept underpinning KNN classification.13,14 Although 
different distance metrics can be utilized, Euclidean 
distance is typically used to compute the distance be-
tween data points. Binary and multiclass classifica-
tion issues can both be solved with KNN classifica-
tion. Although it is a straightforward and under-
standable approach, as the amount of the dataset 
increases, it may become computationally expensive. 
KNN classification has the benefit of being a lazy 
learning algorithm, which eliminates the need for 
training time. Instead, predictions for fresh data 
points are made using the full training dataset. This 
implies, however, that prediction times can be 
lengthy, particularly for sizable datasets. A few KNN 
classification hyperparameters, including the value 
of K, the distance metric employed, and the proce-
dure for identifying the majority class, can be 
tweaked to enhance performance. KNN classification 
is a flexible and reliable technique that may be ap-
plied to an extensive variety of classification issues.15 
However, to attain the greatest achievement, it is 
crucial to carefully choose the value of K and the dis-
tance metric. 

Logistic Regression 

Machine learning employs the statistical approach of 
logistic regression to solve categorizing issues.16,17 
When the target variable is categorical, which means 
it can only accept a finite number of values, this kind 
of supervised learning approach is employed. Dis-
covering a relationship between the input features 
and the likelihood that the variable of interest will 
take a particular value is the aim of logistic regres-
sion. By estimating the parameters of a logistic func-
tion, which converts the input features into the like-
lihood of the target variable, this is accomplished. To 
minimize a cost function, such as the cross-entropy 
loss, which assesses the gap between the predicted 
probability and the actual target values, the logistic 
regression algorithm iteratively adjusts the parame-
ter values. By computing the likelihood that the tar-
get variable will take a particular value based on the 
input features, the model may be used to make pre-
dictions on fresh data once the parameters have 
been evaluated. 

Neural Network 

Neural network algorithms are frequently employed 
for problem-solving in classification.18,19 ANNs are 
made up of interconnected nodes (sometimes re-
ferred to as neurons) organized in layers and are de-
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signed after the composition and operation of the 
human brain. An ANN's objective in a classification 
challenge is to figure out how to transform the input 
features into the output class labels.20 Each data 
point in the labeled dataset used to train the network 
has a label for a particular target class. A loss func-
tion, which gauges the discrepancy between predict-
ed and actual class labels, is minimized by the net-
work during training by adjusting the weights and 
biases of the neurons in each layer. An input layer, 
one or more hidden layers, and an output layer are 
the common components of an ANN's architecture 
for categorization.21,22 The input layer gets the fea-
tures from the input layer, which is subsequently 
sent to the output layer via the hidden layers. Based 
on the input features, the output layer generates the 
expected class labels. Feedforward neural networks, 
convolution neural networks (CNNs), and recurrent 
neural networks (RNNs) are some of the ANN types 
that can be employed for classification. The most 
basic kind of ANN called a feed-forward neural net-
work, is made up of many layers of interconnected 
neurons. CNNs use filters to extract features from the 
input images and are made to perform image recog-
nition tasks. RNNs can account for the temporal de-

pendencies between input features and are utilized 
for sequential data. In general, ANNs are an effective 
tool for classification problems because they can 
handle enormous quantities of data and learn com-
plex non-linear correlations between the input vari-
ables and the output class labels 

Decision tree 

A machine learning approach known as a decision 
tree is employed for classification and regression is-
sues.23,24 It functions by creating a tree-like model 
that can be used for prediction by recursively split-
ting the data according to the values of the input 
characteristics.25 Because they are simple to under-
stand and can capture intricate non-linear correla-
tions between the input data and the goal values, de-
cision trees are widely used. They may be utilized for 
classification and regression issues and can handle 
both categorical and numerical input information. 
However, if the training data is not sufficiently regu-
larized, decision trees may be sensitive to the selec-
tion of the splitting criterion and may overfit the da-
ta.26 Decision trees can perform better and have less 
variation when using ensemble approaches like ran-
dom forests and gradient boosting. 

 

Figure 1: Correlation heatmap using all the features 
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Figure 2: Schematic diagram of artificial neural network for predicting heart stroke 

 

RESULTS 

This study encompassed indicators of performance 
like as precision, recall, accuracy, F1 score, and area 
under the ROC curve. The dataset has been split into 
two halves, with 20% of the data used to test the 
model and 80% of the data used to train it. When as-
sessing a classification model's efficacy, standard 
performance indicators include accuracy, precision, 
recall, F1 score, and AUC. The proportion of accurate 
predictions a model makes compared to all other 
forecasts is known as accuracy. It is calculated as (TP 
+ TN) / (TP + TN + FP + FN), where TP is the total 
number of true positives, TN is the total number of 
true negatives, FP is the total number of false posi-
tives, and FN is the total number of false negatives, 
all of which were incorrectly predicted. 

The fraction of accurate positive forecasts among all 
positive predictions is known as precision. To de-
termine it, divide the total number of true positives 
by the total number of false positives, or TP / (TP + 
FP). The accuracy of the model's positive case identi-
fication is measured. 

The recall is the proportion of correctly predicted 
positive outcomes among all instances of positive 
outcomes. TP / (TP + FN), where TP is the total num-
ber of true positives and FN is the total number of 
false negatives. Recall gauges a model's capacity to 
identify positive cases. The harmonic mean of recall 
and accuracy is the F1 score. As 2 * (precision * re-
call) / (precision + recall), it is computed. When the 
classes are unbalanced, the F1 score serves as a help-
ful statistic by balancing accuracy and recall. The sta-

tistic known as AUC (Area Under the ROC Curve) in-
dicates the degree to which a model can distinguish 
between positive and negative situations. The true 
positive rate (recall) vs false positive rate (1 - speci-
ficity) for various categorization thresholds is plot-
ted on the ROC curve. Higher numbers denote great-
er performance. The AUC stands for the area under 
the ROC curve and runs from 0 to 1. AUC is helpful 
when the cost of false positives and false negatives 
varies or when the classes are unbalanced. 

The proposed ML Techniques deployed in this re-
search produce the performance matrices. The accu-
racy, Precision, recall, F1 score, and AUC of the KNN 
model were 0.946, 0.895, 0.946.0.92, and 0.648 re-
spectively. Similarly, logistic regression produces an 
accuracy of 0.955 with an AUC value of 0.864. The ar-
tificial neural network model performed an accuracy 
(0.955), Precision (0.903), recall (0.95), F1 score 
(0.926), and AUC (0.824) and the Decision tree pro-
duces an accuracy (0.956), Precision (0.931), recall 
(0.956), F1 score (0.937), and AUC (0.806). So, our 
research observed that Logistic regression performs 
better as compared to the other three ML techniques 
concerning AUC value. 

 

Table 3: Performance matrices of all the pro-
posed models 
 

Accuracy Precision Recall F1 score AUC 
K-NN 0.946 0.895 0.946 0.92 0.648 
LR 0.955 0.912 0.955 0.933 0.864 
ANN 0.95 0.903 0.95 0.926 0.824 
DT 0.956 0.931 0.956 0.937 0.806 
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Figure 3: Area under the curve of all proposed models 

 

DISCUSSION 

The use of ML techniques is showing efficacy in many 
different kinds of healthcare applications, most no-
tably cardiovascular. Researchers have the chance to 
design and test new algorithms to identify risk fac-
tors and early indicators of heart ailments, which are 
still among the top causes of fatalities in developing 
countries. These approaches provide promising pro-
spects for the early detection as well as mitigation of 
heart disease.27 A survey of the literature reveals 
multiple researchers all through the globe use a wide 
array of ML approaches for predicting diseases.28 

Drod et al. (2022) used ML approaches for determin-
ing substantial risk variables for CVD in individuals 
with metabolic-associated fatty liver diseases 
(MAFLD). They studied blood biochemistry and sub-
clinical atherosclerosis data from 191 MAFLD pa-
tients and came up with a machine-learning model 
that could recognize those at elevated risks of CVD. 
The research investigation discovered that hyper-
cholesterolemia, plaque scores, and diabetes dura-
tion were the most indispensable indicators of risk 
for CVD in MAFLD sufferers. With an AUC of 0.87, the 
ML method distinguished high- and low-risk patients 
well. The study reveals that utilizing basic patient 
criteria, ML methods can be useful in finding MAFLD 
individuals with extensive CVD.29 

Rajathi and Radhamani (2016) used a combination of 
KNN and ACO algorithms to generate a model for 
predicting coronary heart disease (CHD). They used 
four ML algorithms to test the model's performance 
and attained an accuracy of 70.26%. The study re-
veals that combining KNN with ACO can be useful in 
predicting CHD. Further study, however, must be 
conducted to increase the model's precision.30 

Shah et al. (2020) set out with the goal of developing 
a model for envisaging CVD using machine learning 
approaches. They used information from the Cleve-
land heart disease dataset, which had 303 occur-
rences besides 17 characteristics. To create the mod-
el, the scientists used supervised classification ap-
proaches such as random forests, naive Bayes, 
decision trees, and KNN. The KNN model has the ut-
most level of exactitude, at 90.8%, according to the 
data. The analysis emphasizes the probable applica-
tion of machine learning in envisaging cardiovascu-
lar illness and accentuates the need of choosing 
proper models and methodologies to produce the 
best outcomes.31 

Alotalibi's (2019) study sought to evaluate the use of 
ML procedures for forecasting heart failure disease. 
To construct prediction models, the researchers used 
a dataset from the Cleveland Clinic Foundation and 
utilized several ML methods for instance support 
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vector machine (SVM), logistic regression, naive 
Bayes, random forest, and decision trees. During the 
model-building procedure, a 10-fold cross-validation 
strategy was applied. The decision tree method has 
the best accuracy rate (93.19%), followed by the 
SVM algorithm (92.30%). The study stresses the de-
cision tree algorithm as a feasible choice to consider 
in the subsequent study and underlines the impend-
ing ML approaches as a useful tool for forecasting 
cardiac maladies.32 

 

CONCLUSION 

Machine learning can forecast a person's likelihood 
of experiencing a cardiac episode and identify indi-
viduals who are most susceptible to it. To identify 
those who have a high risk of having a heart attack, 
predictive models can be created using machine 
learning. These models can evaluate several parame-
ters, such as age, gender, family history, medical his-
tory, lifestyle, and other risk factors, to predict the 
chance of suffering a heart attack. Based on the re-
sults of the prediction model, patients may receive 
tailored recommendations for reducing their likeli-
hood of having a cardiac event. A balanced diet, fre-
quent exercise, regulating your body weight, and 
quitting smoking are just a few examples of lifestyle 
changes that may be advised. Using machine learn-
ing, it is possible to detect and keep track of people's 
health status and notify them if anything changes 
that would increase their risk of suffering a heart at-
tack. For more advanced use of these methodologies, 
health data may be collected and analyzed by weara-
ble technology, smartphone applications, and other 
technologies. 

 

ABBREVIATION 

KNN: k nearest neighbour 
LR: Logistic regression 
DT: Decision tree 
ANN: Artificial neural network 
CVD: Cardiovascular disease 
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