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INTRODUCTION 

Logistic regression (LR) modelling is now an popular 
statistical tool in healthcare analysis and medical re-
search, from last three decades.1 its origin was estab-
lished in 19th century2, It is the most common statis-
tical method to predict the dichotomous dependent 
variable using one or more than one independent 
variables.3,4,5 The French mathematician Pierre 
François Verhulst invented logistic function in 19th 
century for the description of growth of human pop-
ulations.6 In between 1838 to 1847 Verhulst pub-
lished his suggestions which were edited by 
Quetelet.7 Pearl and Reed discovered a new logistic 
function in 1920 in USA for a study of the population 
growth.8 Logistic regression (LR) is used when  the 
dependent variable in the study is dichotomous and 
contains factor like decision making (yes or no), dis-
ease state (diseased or healthy).Some complex form 
of logistic regression can be solved using multinomi-
al regression analysis, where predict variable takes 
more than two categories.9,10 In order to fit a model 
,certain assumptions are made. but in case of logistic 

regression model, it does not assume a kind of linear 
relationship between the dependent variable and in-
dependent variables.10 In most of the research analy-
sis logistic regression can be used to deduce how the 
independent variables are affecting the dependent 
variable in a particular study.11,14,15 for example we 
may consider in a healthcare the patient will die or 
survive after an intervention.12,13 whether a new 
born baby will be overweight or underweight. So, for 
this kind of prediction purpose the LR model can be 
used. 

 

MATERIALS AND METHODS 

2.1. The Logistic Regression Model 

The logistic equation is given by 

(𝑌)=
ଵ

ଵା௘ష(ಊబశಊభೣభ)  =  
௘(ಊబశಊభೣభ)

ଵା௘(ಊబశಊభೣభ)  ………………………….(1) 

When there are several predictors in the data, the 
equation becomes: 
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P(y) = 
ଵ

ଵା௘ష൫ಊబశಊభೣభశಊమೣమశಊయೣయశ⋯ಊ೔ೣ೔൯
  ……………………(2) 

  =
௘൫ಊబశಊభೣభశಊమೣమశಊయೣయశ⋯ಊ೔ೣ೔൯

ଵା௘൫ಊబశಊభೣభశಊమೣమశಊయೣయశ⋯ಊ೔ೣ೔൯
 ……………………………  (3) 

Where   
β଴, βଵ, βଶ, β௜  𝑎𝑟𝑒 𝑡ℎ𝑒 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑜𝑓 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛.
And 𝑥ଵ, 𝑥ଶ, 𝑥ଷ, 𝑥௜are the independent variables in the 
given equation. 

a “link function” that links the Dependent variable 
and independent variable is 

  lnቂ
஠೔

ଵି஠೔
ቃ = 

௘൫ಊబశಊభೣభశಊమೣమశಊయೣయశಊ೔ೣ೔൯

ଵା௘൫ಊబశಊభೣభశಊమೣమశಊయೣయశಊ೔ೣ೔൯
 …………………...(4) 

Now we can write the above equation as 

  ቂ
஠೔

ଵି஠೔
ቃ =𝑒(ஒబାஒభ௫భାஒమ௫మାஒయ௫యାஒ೔௫೔) ………………………..(5) 

Now solving equation (5) we can find out our re-
quired equation i.e equation (3) 

 

2.2 Introduction to Logistic Curve 

In logistic regression model the outcome variable 
takes the value 0 and 1 and the predicted values falls 
within the range 0 and 1, as we know the total prob-
ability is always 1. logistic regression uses the lo-
gistic curve to find out relationship between the in-
dependent and outcome variable. The probability fol-
lows 0, At very low values of the independent 
variable, never reaches 0.and if the independent var-
iable increases the logistic regression curve ap-
proaches towards 1. But never equal to 1. 

 

 

Fig 1:  The curve of logistic regression 

 

2.3 Converting a Probability into Odds and Logit 
Values 

The estimated values, which are given by logistic re-
gression model, do not fall outside the range of 0 and 
1. we can obtain this by two step methods. firstly, we 
can restate the probability as odds, which can be de-
fined as the ratio of probability of occurring with 
probability of non-occurring. for example, for exam-
ple, if a doctor has a probability of 0.7 to succeed in a 
certain operation, then the odds of success are 0.7/ 
(1-0.7). 

3. Introduction to R programming Language 

According to the survey in 2021, R programming 
language is a widely used and most preferable statis-
tical language. Now a day’s R programming language 
is an emerging programming language. Many health 
care researchers are using this for data management, 

data cleaning, data preparation and data analysis. It 
has many statistical functions, which are very easy to 
use. it contains a large library, which enables the re-
searchers to prefer this language. Many complex 
graphics, bivariate plots, 3D plots can be drawn using 
this language. so here in this paper we used the R 
programming language to implement a working ex-
ample of logistic regression. 

 

3.1 Working example of Logistic Regression using 
R Studio 

Here in this working example, to show the applica-
tion of logistic regression, we have created some var-
iables using R studio. Our objective was to show the 
factors affected mortality using modelling. in this ex-
ample, we have considered 7 independent variables 
to predict the mortality of the patient. 
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set.seed (999) 
#age of the patients 
age<-abs (round (rnorm(n=900, mean=67,sd=14))) 
#socioeconomic status of the patients 
Socioeconomic<-factor (rbinom(n=900, size=1,prob=0.6),labels=c("good","fair")) 
#bmi of the patients 
bmi<-abs (round (rnorm(n=900, mean=25,sd=2.5),1)) 
#lac of the patients 
lac<-abs(round(rnorm(n=900,mean=5,sd=3),1)) 
# gender of the patients 
gender<-factor(rbinom(n=900,size=1,prob=0.6),labels=c("male","female")) 
# wbc scores of the patients 
wbc<-abs(round(rnorm(n=900,mean=10,sd=3),1)) 
# hb of the patients 
hb<-abs(round(rnorm(n=900,mean=120,sd=40))) 
# Calculating z value 
z<-0.1*age-0.02*hb+lac-10 
pr = 1/(1+exp(-z)) 
y = rbinom(900,1,pr) 
#mortality of the patients 
mort<-factor(rbinom(900,1,pr),labels=c("alive","die")) 
#creating data frame 
data<-data.frame(age,gender,lac,wbc,Socioeconomic,bmi,hb,mort) 

 

 

Fig 2:  Preparation of data frame using R studio 

 

3.2 Step one: Univariate data analysis using R 

To find out the unadjusted link between outcome and independent variables we perform an univariate data 
analysis of our data.  We separately included each of the independent variable to our model. 

# univariate analysis for age ......... 
univariate.age<-glm(mort~age, family = binomial) 
 summary(univariate.age) 
# univariate analysis forSocioeconomic status........... 
 univariate.Socioeconomic<-glm(mort~Socioeconomic, family = binomial) 
 summary (univariate. Socioeconomic) 
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Table 1 Results of Univariate data analysis 

Variable Coefficient Standard error Z value P value 
Age 0.042012 0.005505 7.631 <0.000 
Socioeconomic -0.1807 0.1381 -1.308 0.191 
bmi 0.01263 0.02730 0.463 <0.000 
lac 0.81361 0.05343 15.23 <0.000 
gender -0.23938 0.13882 -1.724 0.0846 
wbc 0.007481 0.022465 0.333 0.739 
hb -0.009103 0.001721 -5.289 <0.000 
 

Logistic Regression is generalized linear model in R 
[16].  The result of the univariate regression can be 
access through the summary () function. if a p value 
is less than 0.25, we can include those variables for 
further analysis for clinical relevance. [17, 18]. Now 
from table 1 we can observe that four variables age, 
bmi, lac, hb are statistically significant (p<0.05) in 
univariate analysis. But for clinical relevance we 
shall include all the variables in further analysis. 

 

 

 

3.3 Step two: multivariate model comparisons us-
ing R 

Here in this step, we fitted two logistic regression 
model i.e. model 1 and model2 to analyze our data 
set. From the first model it is observed that the vari-
ables socioeconomic status, gender,wbc are insignifi-
cant(p>0.05).whereas the factors age ,bmi ,lac,hb are 
statistically significant(p<0.05). 

Hence to create more accurate model, we exclude the 
insignificant variables like socioeconomic sta-
tus,gender,wbc from our model and created a new 
model i.e. model2.Now by observing the result we 
can verify that all the factors in model 2 are statisti-
cally significant. 

 
#Multivariate data analysis 
 model1<- glm(mort~lac+hb+wbc+age+bmi+Socioeconomic+gender, family =  binomial) 
 summary(model1) 
 
Call: 
glm(formula = mort ~ lac + hb + wbc + age + bmi + Socioeconomic +  gender, family = binomial) 
     Min             1Q          Median          3Q            Max   
-2.64350  -0.40850  -0.09155   0.39316   3.10143   

 

Table 2: Results of Model 1 

Coefficients: Estimate Std. Error Z value Pr(>|z|) 
Intercept -10.228369 1.382006 -7.401 1.35e-13*** 
lac 1.037040 0.071166 14.572 <2e-16*** 
hb -0.019164 0.002885 -6.643 3.08e-11*** 
wbc -0.008139 0.035393 -0.230 0.818 
age 0.094568 0.009808 9.642 <2e-16*** 
bmi 0.037173 0.042619 0.872 <2e-16*** 
Socioeco -0.229991 0.219703 1.047 0.295 
gender -0.340773 0.224199 -1.520 0.129 
 
Null deviance: 1234.19  on 899  df 
Residual deviance:  564.42  on 892  df 
AIC: 580.42 

Now from the above analysis we can see that the factors wbc, bmi, Socioeconomic status and gender are not 
statistically significant (p>0.05). Hence, we shall create another model by removing these three variables and 
create model 2. 

 
Call: 
glm(formula = mort ~ lac + hb + age + bmi + gender, family = binomial) 

Deviance Residuals:  
     Min            1Q            Median         3Q             Max   
-2.66375  -0.41459  -0.09164   0.38986   3.05810   
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Table 3: Results of Model2 

Coefficients: Estimate Std. Error Z value Pr(>|z|) 
Intercept -10.349741 1.352668 -7.651 1.99e-14*** 
lac 1.036494 0.071090 14.580 <2e-16*** 
hb -0.019219 0.002882 -6.668 3.08e-11*** 
age 0.093628 0.009736 9.617 <2e-16*** 
bmi 0.035833 0.042603 0.841 <2e-16*** 
 
Null deviance: 1234.19  on 899  df 
Residual deviance:  565.56  on 894  df 
AIC: 577.56 
Number of Fisher Scoring iterations: 6 

 

Now we found a better result in model 2.all the variables associated with mortality are statistically significant 
(p<0.05). Also we can extract the estimated coefficients from fitted model using the function coef().Now we  
compared model1 with model2 by using partial likelihood ratio test. 

 
#initiate library lmtest 
 library(lmtest) 
lrtest(model1,model2) 
Model 1:  mort ~ lac + hb + wbc + age + bmi + Socioeconomic + gender 
Model 2:  mort ~ lac + hb + age + bmi  
  #Df  LogLik Df Chisq Pr(>Chisq) 
1   8 -282.21                     
2   6 -282.78 -2 1.142      0.565 

 

Now from the above result the chi-square value (0.565) indicates that there is no difference between model1 
and model2 according to fit of the data. we can say model2 is a good model as all the independent variables 
are significant(p<0.05) . 

3.4 Step three: Test of linearity using R 

Here we considered the four independent variable which are statistically significant for the outcome variable. 
To test the linearity of these variable to the logit of the outcome, we used scatter. Smooth function. 

 

 

Fig 3:  Test of linearity 
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Now from the above graphics we can see that the 
significant variables in model2 linearly associated 
with mortality outcome in logit scale (Figure 3).in 
case the smooth scatter plot shows nonlinearity, we 
can use alternative method to build our model. 

3.5 Step four models fitting using R 

Finally, we checkd the fit of our model. We examined 
is there any significant difference between obtained 
data and fitted data. We can check the model fit in 
two ways. Firstly, the model fit can be checked by us-
ing goodness of fit (GOF). Secondly by using regres-
sion diagnostics plot. we shall verify the fit of the 
model. The most common method for model fit is 
Hosmer-Lemeshow test. We performed the Hosmer-
Lemeshow test in R and the results are shown below. 
Here from the table, we can observe that the p value 
is 0.069, which indicates there is no significant dif-
ference between observed and predicted values. 
 

Table 4: Test of goodness of fit 

Step Chi-square sig 
1 14.23 .069 
 
DISCUSSION 

We have seen how to model a continuous numeric 
response with linear regression technique. But in 
many healthcare scenarios our target is binary. in 
medical research most of the classification problems 
deals by LR model. In this paper, we considered a 
working example to predict mortality of the patient. 
we created a data frame by using R programming 
language and finally we ended with performing a 
suitable logistic regression model. Now this data will 
be considered as “train” data, as we used this data to 
create our model. Now the performance of the model 
can be test by using a “test” data, which has not de-
livered in this paper. Most of the study does not focus 
on diagnosis plot, fit of the model and validation of 
the model [16] [17], while building a LR model, we 
have to take care of these things to create an accu-
rate model. 
 

CONCLUSION 

In this paper we discussed the role of logistic regres-
sion in healthcare research. As it is a machine learn-
ing technique many researchers are using this as a 
predictive modelling algorithm. Apart from this R 
programming language is an emerging programming 
language, which is used in healthcare research for 
predictive modelling. This study put a light on how 
to build logistic regression model using R program-
ming language. And finally, we checked linearity of 
the data, fit of the model, which are very essential for 
model building. 
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